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Abstract. We present two heuristics for feature selection based on entropy and
mutual information criteria, respectively. Themutual-information-based selection
algorithm exploiting its submodularity retrieves near-optimal solutions guaran-
teed by a theoretical lower bound. We demonstrate that these heuristic-based
methods can reduce the dimensionality of classification problems by filtering out
half of its features in the meantime still improving classification accuracy. Exper-
imental results also show that the mutual-information-based heuristic will most
likely collaborate well with classifiers when selecting about a half size of features,
while the entropy-based heuristic will help most in the early stage of selection
when choosing a relatively small percentage of features. We also demonstrate a
remarkable case of feature selection being used in classification on a medical
dataset, where it can potentially save half of the cost on the diabetes diagnosis.

Keywords: Feature selection � Heuristic � Dimensional complexity �
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1 Introduction

Big data often comes with high dimensionality, which makes machine learning tasks
difficult. Learning from higher dimensional datasets theoretically needs more samples
than from lower ones, which will make learning tasks less efficient. The dimensionality
of a problem is usually correlated with the feature size of its dataset. By selecting out a
subset of features and using them in a learning task, one can reduce the dimensionality
of the problem. The selecting process is often referred to feature selection [1]. In the
context of classification problems in machine learning, it can improve the scalability of
training and predicting processes, and increase resulted classifiers’ accuracy by elim-
inating irrelevant or noisy attributes.

Methods of feature selection can be briefly divided into two categories, the
filter-based and the wrapper-based [2, 3]. The filter-based approach depends on char-
acteristics of training data to select features without any learning process. The wrapper-
based approach applies a learning algorithm to evaluate selected features. It could
return a better result than the filter-based approach, but it also incurs more
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computational cost than the latter. Another categorization is based on the size of
results, whether it will return all features but with different weights or only a subset of
its. Respectively, they are called feature weighting and subset selection [4–6].

Selection problems also exist in other fields. For example, variable or model
selection is a typical problem in statistics. The goal is to select a subset of variables
from usually a linear regression model to maximize the predictive accuracy with the
strongest effects of predictors [7, 8]. In mathematics, given a matrix A and an integer k,
the column subset selection problem is to determine a permutation matrix P so that
AP ¼ A1A2ð Þ, in which A1 has k columns which should be linearly independent. The
matrix P can be seen as a ranking of the column attributes for the matrix A.
Rank-Revealing QR (RRQR), a matrix factorization method [9, 10], is one of
well-known methods to solve this problem.

In this paper, we introduce two heuristic-based methods for feature selection into
the filter-based or subset selection category. The two heuristics are based on entropy
and submodular mutual information, respectively. Mutual information were proved to
be submodular functions [11]. The Submodularity reflects the intuitive property of
diminishing returns, and it can be exploited to develop strongly polynomial time
combinatorial algorithms with provable theoretical performance guarantees [12–14].
Authors in [15] demonstrated the advantage of the mutual information criterion over
the entropy criterion in sensor placement problems in spatial monitoring applications.

Our contributions are as follows. First we designed two heuristic-based feature
selection methods in the scenario of the Gaussian process model. Second we explored
these methods under classification problems through carefully designed experiments,
and demonstrated its performance and characteristics.

In the following sections, we first present an entropy-based greedy algorithm and a
mutual-information-based approximate algorithm that retrieves near-optimal solutions
by exploiting mutual information’s submodularity. Then, we will explore their feature
selection performance under classification problems in machine learning with a variety
of datasets.

2 Heuristic-Based Selection Algorithms

In this section, we present two greedy algorithms that employ heuristics of entropy and
submodular mutual information, respectively.

The task of feature selection is to select out a subset of features, also known as
attributes, of a dataset. Considering each feature as a random variable, we assume that
all features in a dataset form a joint multivariate Gaussian distribution. Then, any finite
subset of these variables also have a joint Gaussian distribution. This model is also
known as Gaussian Process (GP) [16].

A joint multivariate Gaussian distribution is namely:

P XV ¼ xVð Þ ¼ 1

2pð Þn=2jRVVj1=2
e�

1
2ðxV�lVÞTR�1

VVðxV�lVÞ

where V denotes the whole set of feature variable indexes with jVj ¼ n, lV is the mean
vector, and RVV is the covariance matrix. If we take a subset A from V, then it also
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satisfies that the random variable XA �NðlA;RAAÞ where lA is a corresponding
sub-vector of lV , and RAA is a corresponding sub-matrix of RVV . This consistency
property is also called the marginalization property in GP. It also applies to the con-
ditional probability P XUj XA ¼ xA

� �
that is a joint probability distribution of random

variables of feature subset U conditional on the values xA at a selected subset A,
assuming U;A � V. The conditional mean lUjA and variance r2UjA are given by:

lUjA ¼ lU þRUAR�1
AA xA � lAð Þ ð1Þ

r2UjA ¼ RUU � RUAR�1
AARAU ð2Þ

where lA is the mean vector of subset variable XA; RUU , RAA, RUA and RAU are
corresponding sub-matrices of RVV . For example, RUA is formed by the U rows and the
A columns in RVV .

The idea here is to select a subset of feature variables that minimizes the uncertainty
of probability distribution comprised of the rest of unselected feature variables. In the
following sections, we will present two heuristic-based methods of selecting feature
variables in the Gaussian Process scenario.

2.1 The Entropy-Based Heuristic

Given a selected subset A, the uncertainty of conditional probability P X ij XA
� �

can be
measured by the entropy:

H X ij XA
� � ¼�

ZZ
P xi; xAð ÞlogP xijxAð ÞdxidxA

¼ 1
2
log r2ijA þ 1

2
log pþ log 2þ 1ð Þ;

ð3Þ

Note that the entropy is a monotonic function of the variance r2ijA, which can be

evaluated ahead of time by Eq. (2).
Feature selection becomes a subset selection problem, where choosing a subset A

out of the whole feature variable index set V, so that uncertainty of the joint probability
distribution of the rest of unselected variables, denoted as XVnA, will be minimized.
Namely, the selection is made by minimizing the entropy H XVnAj XA

� �
. It is also

equivalent to find a subset A that maximizes H XAð Þ, as the chain rule for conditional
entropy holds that H XVnAj XA

� � ¼ H XVð Þ � H XAð Þ. The optimization problem turns
out to be a NP-hard problem. The heuristic is to greedily select the next feature variable
y�iþ 1 2 VnAi that has the highest conditional entropy given the current selected set Ai:

y�iþ 1 ¼ argmaxyiþ 1
H X yiþ 1 j XAi

� �
; ð4Þ

The greedy algorithm is shown as in Algorithm 1.

Exploration of Heuristic-Based Feature Selection 97



Where k is the selection size, and r2yjA is computed by Eq. (2). Because the log

function is monotonic, r2yjA is proportional to H X yj XA
� �

. That means choosing a

variable at y that maximizes H X yj XA
� �

is equivalent to finding such a y that maxi-
mizes r2yjA.

The calculation of r2yjA is expensive. Let jVj ¼ n, there are n times of these

computations when i ¼ 1, and n� kþ 1ð Þ times when i ¼ k. Hence, Algorithm 1 has

totally 2n�kþ 1ð Þk
2 times of evaluations of r2yjA.

2.2 The Mutual-Information-Based Heuristic

Another heuristic for optimizing feature subset selection is mutual information, which
was originally proposed by Caselton and Zidek in [17]. The mutual information of a
subset at A denoted as MI Að Þ, which actually is an entropy reduction, is defined as
following,

MI Að Þ ¼ I XVnA;XA
� �

¼ H XVnA
� �� H XVnAj XA

� �
¼ H XAð Þ � H XA j XVnA

� � ð5Þ

Compared with the entropy-based method, the mutual-information-based heuristic
selects a subset A by maximizing the reduction of the entropy over the rest of the
feature space VnA before and after selecting out A. Selecting a feature subset such that,

A� ¼ argmaxA�VMI Að Þ ð6Þ

which is a NP-complete problem. A greedy algorithm developed in [15] selects a
feature variable y maximizing the mutual information gain, namely:
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Dy ¼ MI A[ yð Þ �MI Að Þ; ð7Þ

That is, it chooses the next feature variable that provides the maximal increase in
the value of mutual information. In the scenario of Gaussian Process, the Dy can be
further deduced as following:

Dy ¼ MI A[ yð Þ �MI Að Þ
¼ H yj Að Þ � H yj �A� �
¼ 1

2
log2

r2yjA
r2
yj�A

 !

where �A denotes variable indexes in V excluding selected A and y.
A note about the mutual information gain Dy is that it is monotonically decreasing

as the selected subset A gets bigger. It inspired an enhanced version of the greedy
algorithm with lazy evaluation [15].

Algorithm 2 presents the mutual-information-based heuristic of greedily selecting
feature variables in the scenario of GP modelling.

Where Uy� records in which iteration Dy� is updated. The lazy evaluation reduces an
amount of computation of Dy based on the insight that the sequence of the mutual
information gains on a fixed y decreases as the subset A grows. It will select the y� if
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the maximal Dy� is updated in the current iteration, otherwise it will update Dy� and Uy�

and will repeat the selection process.
When jVj ¼ n, Algorithm 2 has 2 nþ k � 1ð Þ times of evaluations of either r2y�jA or

r2
y�j�A in the best case. This is more efficient and scalable than Algorithm 1 when n

becomes very large.
Algorithm 2 is not only efficient, but also provides its solution with a theoretic

bound in terms of the optimal solution. Although the mutual information function as in
Eq. (5) is not monotonic increasing, it has still been proved to be a partially monotonic
submodular function [15]. According to [18], a greedy algorithm, such as the Algo-
rithm 2, optimizing a monotonic submodular function guarantees a solution with a
theoretical performance lower bound of 1� 1=eð ÞOPT, where OPT represents the
optimal solution value.

3 Experiments

We explore the heuristic-based selection methods above under classification problems
in machine learning. The purpose is to evaluate these methods in feature selection
problems, and to check whether they can help classification learning tasks achieve
similar or even better predictive accuracy than using full feature sets.

For comparison, we also add two other popular selection methods. One is the
rank-revealing QR (RRQR) used for matrix column subset selection, and the other is
the ranker method in the data mining software Weka [19]. Our heuristic-based selection
methods and the RRQR method belongs to the filter-based category, while the ranker
method in Weka is a wrapper-based selection method. In experiments, feature subsets
are first chosen by these selection methods, then resulted attribute-filtered datasets will
be fed into classifiers in Weka to calculate classification rates.

3.1 Experimental Setting

To compare the feature selection methods as shown in Table 1, we recruited 11 dif-
ferent classifiers (as in Table 3), and 13 different data sets (as in Table 2). Our running
experiments systematically sweep feature selection size from 1 to N � 1, in which N is
the total number of features in a dataset, for each of the selection methods, classifiers
and datasets.

Table 1. Feature selection methods used in experiments

ID Method

1 Mutual-information-based heuristic(MI)
2 RRQR
3 Weka’s ranker
4 Entropy-based heuristic
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We programmed the mutual-information-based and entropy-based heuristics in
MatLab, and used a public MatLab implementation of the RRQR provided in [20]. We
chose the ranker method with a default attribute evaluation function “ReliefF” in Weka,
which weights all features and returns a ranked list of its.

Datasets in Table 2 covers a variety of situations in terms of number of classes and
features. For those not providing a test set, we divided the original datasets into two
parts, the two-third of which for training and the rest for testing. Most of the datasets
are from UCI’s machine learning repository [21], the others are from the Libsvm data
website [22].

Classifiers used in experiments are shown in Table 3. Basically, we picked up one
or two representatives in each of classifier categories in Weka, so that it covered a wide
spectrum of classification methods. They were employed with their default settings
provided in Weka during experiments. For more descriptions of the classifiers, please
refer to [23, 24].

Table 2. Datasets

ID Dataset name Class no. Feature no. Training no. Testing no.

1 Australian credit 2 14 460 230
2 Diabetes 2 8 507 261
3 Glass 6 9 142 72
4 Liver disorders 2 6 230 115
5 Satimage 6 36 2217 1000
6 Vehicle 4 18 564 282
7 Breast cancer 2 9 455 227
8 German credit 2 24 667 333
9 Heart 2 13 180 90
10 Pen digits 10 16 2623 1225
11 Sonar 2 60 138 70
12 Wine 3 13 118 60
13 DNA 3 180 2000 1186

Table 3. Classifiers from weka

ID Classifier

1 RBFNetwork
2 GaussianProcesses
3 SimpleLinearRegression
4 PaceRegression
5 SMOreg
6 KStar
7 AdditiveRegression
8 Bagging
9 RandomSubSpace
10 DecisionTable
11 M5P
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Batch experiments were carried out to explore contributions of the listed feature
selection methods to the performance of classification methods for each dataset sys-
tematically. Each classifier tried out all of the selection methods, and each selection
method screened out all of possible selection sizes including a full feature set.

Experimental results are shown next. For convenience, feature selection methods,
classifiers and datasets are represented by their ID numbers.

3.2 Experimental Results and Discussion

Table 4 summarizes the best classification rates for each dataset by corresponding
combinations of feature selection methods, classifiers, and selected feature sizes in
percentage. The mutual-information-based and entropy-based feature selection meth-
ods appear multiple times in the table, whereas using full features only appears one
time. It shows that feature selection not only reduces the dimensionality of classifi-
cation problems but also helps to improve classification accuracy.

For a dataset and a classifier, the selection method leading to the best classification
score with the smallest selection size was picked out as a winner. We collected winning
counts for each of the feature selection methods. We also accommodated co-winning
situations of near performances within a 0.5% range of classification accuracy, as well
as a shared selection size.

The result of winning counts is summed up in Table 5. It shows that each of the
selection methods takes up a variety of seats given a classifier. It can’t tell which classifier
is favoured by a particular selection method, or vice versa. But it shows clearly that
classificationwith a full feature set winsmuch less than using a selected subset of features.

Table 4. Summary of the combinations for the best classification scores of each dataset

DatasetID Best rate Selection method Selection size (%) ClassifierID

1 0.90 Entropy-based 35.7 4
2 0.74 Weka-ranker 37.5 9
3 0.72 Weka-ranker 55.6 6
4 0.71 RRQR 83.3 2
4 0.71 Entropy-based 83.3 2
5 0.85 Entropy-based 72.2 6
6 0.76 Weka-ranker 88.9 11
7 0.99 MI-based 55.6 2
7 0.99 RRQR 55.6 1
8 0.69 Entropy-based 54.2 8
9 0.89 MI-based 53.8 4
9 0.88 MI-based 53.8 5
10 0.94 Full-attribute 100.0 6
11 0.93 MI-based 56.7 2
12 0.99 RRQR 76.9 6
13 0.94 Weka-ranker 25.6 11
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Because the selection size is a key parameter of feature selection methods, Fig. 1
examines the distribution of winnings among different selection sizes given a selection
method. There is a distinguishable difference between the mutual-information-based as

Table 5. Summary of winning counts of each selection method given a classifier

Classifier MI RRQR Ranker Entropy FullAttrs

RBFNetwork 3 5 5 5 1
GaussianProcesses 4 4 3 5 2
SimpleLinearRegression 3 3 7 6 0
PaceRegression 3 3 3 4 2
SMOreg 4 3 6 7 0
KStar 2 2 7 4 0
AdditiveRegression 2 5 4 5 0
Bagging 4 5 2 4 0
RandomSubSpace 2 4 5 4 0
DecisionTable 2 3 5 7 0
M5P 4 3 3 5 0
Total count 33 40 50 56 5
Percentage % 17.9 21.7 27.2 30.4 2.7

Fig. 1. Distribution of winnings among different selection sizes for each selection method
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in Fig. 1a and the entropy-based as in Fig. 1d. The distribution in the first picture
spikes at the middle range, while in the latter picture it scatters mostly at the two ends.

This finding reveals us a truth about the mutual information criterion. That is, the
value of mutual information goes up first until about half of variables being selected,
then it will go downward. Figure 2 draws a few pictures among the datasets to
demonstrate the phenomenon. The number of points varies due to different feature
numbers available in the datasets. Figure 3 shows for each dataset the selected feature
sizes that achieve the maximal mutual information values. The numbers were converted
into percentages for comparison convenience. It indicates that resulted selection sizes
reside in the half size level.

The experimental results disclose some guidelines about using the heuristic-based
feature selection methods for classification problems. According to Figs. 1a, 3, and
Table 4, the mutual-information-based feature selection heuristic will contribute most
to classifiers when selecting out about a half of feature variable size when its selected
subset scoring a maximal mutual information value. Whereas, as shown in Fig. 1d and
Table 4, the entropy-based heuristic will most likely to help classifiers in the early stage
of selection when choosing a relatively small percentage of features.

Fig. 2. Values of mutual information change with feature selection sizes
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Besides the observations above, we will also show a remarkable case for using the
selection methods with classification on a medical dataset. It helps patients save their
diagnostic costs. In the diabetes dataset for example, there are 8 features representing
different diagnostic testings. Its individual costs are listed in Table 6. It looks like
testing levels of the glucose and the insulin cost a lot more than the others.

Table 7 sums up the result of how much it can save by selecting features against
using full feature set for the classification of diabetes. It shows that the
mutual-information-based selection method, which is a filter-based approach, achieves
the same classification accuracy as using full features, in the meantime saving more
than 50% of the diagnostic costs. It is remarkable because that it not only reduces
patients’ costs, but also can potentially help doctors improve the diagnostic accuracy.

Fig. 3. Summary of feature selection sizes in percentage resulted in maximal mutual information
gains for the datasets

Table 6. Costs of diagnostic testings in the diabetes dataset

Feature ID Testing Cost ($)

1 Times_pregnant 1.00
2 Glucose_tol 17.61
3 Diastolic_pb 1.00
4 Triceps 1.00
5 Insulin 22.78
6 Mass_index 1.00
7 Pedigree 1.00
8 Age 1.00
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4 Summary

We introduced two heuristic-based feature selection methods, and explored their per-
formance under classification problems for a number of datasets. Experimental results
showed that feature selection helped reduce the dimensionality of the problems by
improving classification accuracies with less number of features. It also showed that the
mutual-information-based heuristic would contribute most to classifiers when selecting
about a half size of features, while the entropy-based heuristic would most likely help
in the early stage of the selection when choosing a relatively small percentage of
features. We also demonstrated a remarkable case of feature selection for classification
on a medical dataset.
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